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A Formation
Flight Experiment

Constructing a testbed for research in
control of interconnected systems.

i Ak R,

SERIES & EYEWIRE

©OMA!

By Jeffrey M. Fowler and Raffaello D’Andrea

his article discusses the design process for a
formation flight experiment constructed at
Cornell University. The primary motivation
for the testbed is to explore control design
and analysis for interconnected systems.
These systems are comprised of many similar
units that interact directly with their nearest neighbors
and that have sensing and actuating capabilities at every
unit. The resulting interconnected systems often display
rich and complex behavior, even when the units have
tractable models and interact with their neighbors in a

simple and predictable manner. In addition to formation
flight, there are many examples of such engineered sys-
tems, including automated highway systems [1], satellite
constellations [2], cross-directional control in paper pro-
cessing applications [3], and microcantilever array con-
trol for massively parallel data storage [4]. In this class
one can also consider lumped approximations of partial
differential equations, including the deflection of beams,
plates, and membranes and the temperature distribution
of thermally conductive materials [5] embedded with sen-
sors and actuators.
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Among the challenges associated with controlling these

types of systems, the two most important are

o Dealing with a large state space and a large number
of inputs and outputs. This combination typically
leads to a computationally demanding, if not
intractable, control design problem.

o Issues of implementation. It is typically not feasible
to control these types of systems with centralized
algorithms, the result of most optimal control design
techniques, as these require high levels of connectiv-
ity, impose a substantial computational burden, and
are typically more sensitive to failures and modeling
errors than decentralized or distributed schemes.
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The drag reduction ratio for formation flight. The
ratio of the total induced drag of a formation to the total
induced drag of vehicles flying independently is a function of
the lateral geometry of the formation [12]. Note that near the
left edge, where induced drag is reduced the most, the
induced drag is very sensitive to the lateral separation of the
wings. L is the wing-tip separation in units of span, so the left
edge of the graph corresponds to the port wing-tip of one
wing aligned with the starboard wing-tip of the next. An ellip-
tical lift distribution is assumed.

There is a substantial body of literature devoted to this
class of problems [6]-[11], and it is an active area of
research.

We are investigating these issues in the context of an
experimental platform representative of airplanes flying in
a vee formation. Airplanes flying in such a formation would
enjoy a substantial reduction in induced drag, quantified
in Figure 1, extending the range of a squadron or allowing
solar powered airplanes to stay aloft indefinitely [13], [14].
This reduction in drag is thought to be the reason geese
fly in formation [15].

The essential mechanism is captured in Figure 2. An air-
craft generates both up-wash and down-wash when it is
flying. In particular, in steady flight the down-wash is con-
centrated within the span of the aircraft, while the up-
wash is concentrated near the wingtips and quickly
decays away from this location. If a downstream aircraft
can fly close enough to an upstream aircraft, it can use the
generated up-wash to reduce the amount of power
required to stay aloft. Associated with down-wash and up-
wash are wing-tip vortices, which can be described as
weak “tornadoes” that can be extremely energetic and per-
sist for long periods of time. The presence of these vor-
tices is one reason for large spacings between aircraft
landing or taking off consecutively at airports [16].

In actual experimental results with two F/A 18 aircraft,
Hummel demonstrated a 15% fuel savings for the down-
stream aircraft [17]. No fuel savings were reported for the
upstream aircraft; this is consistent with potential flow
models of flying in formation [18], which predict that the
benefits of flying in formation are mainly realized by down-
stream aircraft if the aircraft separation, in the stream-
wise direction, exceeds several wingspans. The same
aerodynamic coupling that provides the drag benefit can
also introduce spatial instability into the system [13], [14].
In addition, Figure 1 demonstrates that minor changes in
the lateral spacing of the formation can incur substantial
costs in induced drag.

Purely decentralized control, in which the formation-
keeping autopilots of the various airplanes do not commu-
nicate, may fail to counteract this instability where control
based on more information about the
structure of the system would suc-
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ceed. A weak disturbance on a craft
near the front of the formation can
result in gross oscillations a few vehi-
cles back, preventing the formation
from enjoying much of the potential
gain in efficiency. A centralized con-
troller could theoretically deliver sta-
bility and performance but would

A representation of down-wash and up-wash created by an aircraft and
the associated shed vortices. The red lines denote the down-wash, the blue lines

the up-wash, and the green arcs the shed vortices.
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impose high costs in computation
and communication. Furthermore, a
centralized controller would have to
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be tailored to each formation: if the number of wings in a
formation were to change, the airplanes would have to
transfer to a completely different controller. By applying a
distributed controller that is interconnected in the same
way as the plant, we seek to address these liabilities while
maintaining performance close to that of the centralized
controller, as summarized in Figure 3.

We have chosen airplane formation flight as a prob-
lem mainly because of the intrinsic importance of this
application and also because it is inherently a difficult
and challenging problem. In particular, due to the com-
plexity of vortex generation and shedding and the result-
ing interaction between a shed vortex and a downstream
lifting surface, it is difficult to obtain a first principles
quantitative model that accurately captures the dynamics
of the overall system (see [20], for example).

Successfully controlling airplanes that fly in formation
will entail a complete control design cycle: first principles
modeling to understand the underlying physical phenome-
na, system identification to fit the experimental data to a
physically motivated model, model-based control design,
control system implementation, and finally, assessing the
performance of the controller. Note that in practice this
design cycle is iterative rather than sequential in nature.
Thus, even though our main objective is to develop and
test new algorithms for controlling interconnected sys-
tems, we feel that the best way to achieve this objective is
to embed control algorithm development within a com-
plete design cycle. This embedding must be tempered with
the requirement that the resulting experiment be easy to
work with to maximize the time spent on control design
and analysis and minimize the time spent on operating and
maintaining the experiment.

Design of the Experiment

ity of multiple impediments. Designing a high performance
and structured control system, distributed or decentral-
ized, in the presence of system uncertainty, unmodeled
dynamics, and noise falls into this class of problems.

It should be stressed, however, that the mechanisms
that render the control design problem difficult cannot be
arbitrary in nature; they must either conform to the control
design methodology being investigated or be representa-
tive of the real system which is motivating the experimental
abstraction. In an ideal situation, they should satisfy both
of these constraints.

Configuration Design

For a formation flight experiment, we wish to control the
total induced drag. We plan to study a control scheme in
which the controller has the same spatial structure as the
aerodynamic formation and to compare the performance
of that control scheme with the performance of more stan-
dard types of control. This plan guides two fundamental
design choices: the qualitative structure of each aerody-
namic unit and the number of units.

The general concept of the problem calls for each aero-
dynamic unit to be an airfoil that moves relative to the oth-
ers. The pertinent design choice is thus: how should the
airfoil move? Of the six standard degrees of freedom
(DOF), sway (lateral motion) is the one that most impacts
the induced drag of the formation as a whole. Sway is most
effectively controlled via roll. Roll is most effectively con-
trolled with ailerons. Yaw, pitch, and heave (vertical
motion) have second-order effects on the induced drag of
the formation; we consider them decoupled from sway and
roll so that in a practical system they would be controlled
independently. Surge (streamwise motion) affects the
induced drag locally, but moderate surge does not affect

The goals for the design of a control

experiment are considerably different
from product-oriented design objec-
tives. In a control experiment, the
physical system may be made pur-

posely more difficult to control to
examine more sensitively the perfor-

Centralized Control

Distributed Control Decentralized Control

mance of a control scheme under
study. Phrased another way, design

Best Performance

Worst Performance

decisions for creating a high-perfor-

Depends on Formation

Independent of Formation | Independent of Formation

mance, closed-loop system tend

Heavy Communication

Light Communication No Communication

toward an open-loop system that is

Demanding Calculation

Light Calculation Light Calculation

easier to control, while design deci-

Difficult to Synthesize

Easy to Synthesize Easy to Synthesize

sions for studying a high-performance
control scheme tend toward an open-
loop system that is harder to control.
As discussed in [21], a system
attribute that often leads to difficult
control design problems is simultane-
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A comparison of centralized, distributed, and decentralized control
design and implementation. The comparisons are based on H-infinity optimiza-
tion for the centralized control design, on H-infinity optimization with the coupling
dynamics captured as noise for the decentralized control design, and on the
results in [10], [19], and [11], for distributed control design.
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Control

Firstgeneration apparatus. The apparatus was a single wing with two
degrees of freedom, roll and sway (lateral motion). Sway was implemented as yaw
about an axis behind the wing. Both degrees of freedom were measured with low-
friction optical encoders. Control was effected with servomotor-actuated ailerons.

the drag of the formation as a whole. Simulation of a half-
vee formation of wings, which included a potential-flow
model of the fluid dynamical coupling (similar to the
approach described in [13]), with these two DOF con-
firmed that such a system does exhibit the necessary qual-
ities: noise generates sway, and the system is controllable
to the nominal position. Thus the physical system should
have roll and sway DOF. The first apparatus built, pictured
in Figure 4, was a single wing with these two DOF. For rea-
sons of manufacturability, sway was implemented as yaw
about an axis some distance behind the wing.

A minimum of two wings must be built to implement the
spatial coupling integral to the control problem and the
drag reduction. A larger formation can potentially present
a more challenging control problem because disturbances
have more opportunity to propagate in the spatial dimen-
sion. This propagation allows for the empirical observa-
tion of controller performance in a system having
significant spatial structure. We chose to build a formation
of four wings on the basis of the size of the available wind
tunnel and readily available components for the wings
such as servomotors and optical encoders. We chose a
half-vee formation for the wings because it captures the
essential dynamics of a full vee and thus makes the best
use of the four wings.

Parameter Design

Some design decisions were directed by circumstantial
constraints. The smallest available servomotors were
selected to move the ailerons. To fit these servomotors
inside the airfoil, a chord of about 9 cm was required.
The test section of the wind tunnel is 1.2 m wide. This
space must accommodate all of the wings placed tip to
tip, while allowing for the motion of the outer wings
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away from their nominal positions
and avoiding the boundary layers at
the edges of the test section. With
four wings, a wingspan of about 24
cm is appropriate, resulting in an
aspect ratio of about 2.7. For com-
parison purposes, to fit five wings in
the wind tunnel each span could be
no more than about 19 cm. The
chord would remain 9 cm because of
the servomotor, so the aspect ratio
would be only 2.1. The assumptions
used for Figure 1 are less applicable
at the smaller aspect ratio. Addition-
ally, the aerodynamic disturbances
caused by the support structure in
the center of the wing become more
dominant for a smaller wingspan.

The airfoil cross section, NACA
0018, was chosen based on its ability
to house the servomotors, the linearity of its lift curve for
moderate angles of attack at low Reynolds numbers, and
its significant lift under such conditions [22]. A rectangular
platform was used because it generates stable and persis-
tent trailing vortices [23], is actually quite inefficient and
thus generates strong vortices [16], and may be manufac-
tured with little variation from wing to wing. These quali-
ties are helpful in keeping the aerodynamic coupling
among wings consistent and substantial.

The length of the cantilevered arm between the yaw
axis and the wing, for effecting the sway degree of free-
dom, was set at about 50 cm. In Figure 1, the transition
from low, desirable power ratios to power ratios near one
occurs at around L/(1 + L) ~ 0.2, where the wingtip sepa-
ration L is about 0.25 span, or 6 cm. An arm of 50 cm
length yaws by 0.12 rad (about 7°) at a sway position of 6
cm. A 6-cm sway on a 25-cm arm would be about 0.24 rad.
Such a large yaw angle combined with a restoring roll
angle can combine to diminish the effective angle of attack,
eliminating the lateral lift necessary to move the wing back
toward the nominal position. The relationship is

sinag = sinwg Cos ¢ + cosap siné sin ¢

where o is the effective angle of attack, «, is the nominal
angle of attack, ¢ is the yaw angle about the nadir, and 6 is
the roll angle about the forward-pointing roll axis. This
relationship may be approximated by ar —ay = ¢ siné.
With ¢ = a9 =7 and 6 = 30°, «ag is about half of . An
arm half as long would double ¢ so that ¢ would be near
zero and the wing would generate no lift in that position.
An arm too long could result in heaving oscillations. While
heave has a second-order effect on the dynamics of inter-
est, such motion would constitute a continual disturbance
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interfering with intentionally applied disturbances. The
second generation apparatus, pictured in Figure 5, com-
prised four wings designed under these considerations.

Myriad decisions were made on more detailed levels of
the design, outside the scope of this article. In some cases,
these decisions were based on practical issues arising with
the first- and second-generation apparatuses. Many deci-
sions were guided by considerations of manufacturability,
repeatability, robustness, and ease of maintenance. For
example, the yaw arm was mounted using L-brackets
because they make a stiff joint and are simple to machine;
the airfoil was rapid prototyped to provide uniformity
among wings with a structure too complex to fabricate by
hand; the shafts were mounted with bearings, spacers, and
shaft collars to keep nonlinear friction low, resulting both
in a harder, more realistic control problem and in a system
less apt to change over time; and the airfoil was made to
allow nondestructive access to its interior for service. In
general, roll inertia and yaw inertia were kept low: put sim-
ply, inertia may be added to the system with ease, but it is
difficult to remove inertia.

Real-Time Control Environment
The main requirements of the real-time control environ-
ment are:
e easy to use and operate
o the interface can handle a modest number of inputs
and outputs
e can implement large order controllers or computa-
tionally demanding controllers
We settled on a real-time control system from dSPACE,
mainly because of its ability to handle all of the encoder
inputs and pulse-width modulation outputs and because
we had one available from a previous experiment. The cen-
tralized nature of the real-time control environment has
obvious benefits for comparing various control strategies:
one can readily implement centralized controllers, in addi-
tion to distributed and decentralized controllers. All con-
trol design, analysis, and implementation were performed
with MATLAB and Simulink.

The Three Generations

The design of the experiment was implemented in three
stages. The first was simply to build, test, and control one
wing, as depicted in Figure 4. We were able to stabilize the
wing with a simple observer-based controller. The model
used was a so-called white box model in which all parame-
ters were measured directly or estimated, and no experi-
mental data was needed.

Once this was successfully achieved, we moved on to
what we thought would be the final design of the forma-
tion, or what we now refer to as the second generation,
depicted in Figure 5. Unfortunately, we were not able
obtain a good model of the coupling between aircraft. We
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Second-generation apparatus. The apparatus was
essentially four copies of the first generation apparatus,
mounted in a half-vee formation. The wingspan was reduced
to fit all four wings into the wind tunnel.

Third-generation apparatus. The apparatus
allowed for more repeatable experiments than the second
generation, among other improvements. This apparatus is
viewed from upstream inside the wind tunnel.

Pro/ENGINEER drawing of the third-generation
design. The CAD model was used for rapid prototyping the
aerodynamic parts and for machining the aluminum parts.

IEEE Control Systems Magazine 39



discovered that there was substantial Coulomb friction,
or stiction, in the various bearings that introduced large
uncertainty in the coupling dynamics.

From the lessons learned in the first two generations, we
proceeded to the third generation, shown in Figures 6 and 7.
All the observable deficiencies of the first two generations
were addressed in the third incarnation of the experiment.
Noticeable changes included rapid prototype wings, 20,000
count encoders for the yaw axis, new low friction bearings,
new methods for routing the cables with minimal interfer-
ence to the motion, and servo-controlled roll and yaw locks
to facilitate system identification and system initialization.

Each module was made to bolt to an optical table to
allow for different formation configurations. The wings

can be mounted with different streamwise spacing, with
different lateral spacing, or possibly in a more general
formation. A formation other than a variation on a vee
formation is less applicable to the practical and control
problems we are studying but may be useful for investi-
gating alternative control problems abstracting different
practical scenarios.

Wing Dynamics
Physical considerations motivate a general form for the
dynamics of each wing (except for the lead wing) given by

X =FX,UXy),

0.¢)=CX, Q)

Electronic Signal Roll and

Excitation Signal to Servomotors

P

Yaw Angles

where X is the local state, U is the local con-
trol input, X, is the upstream state, 6 is the

L4

Wing

K

PD Controller

Control Signal

roll angle, ¢ is the yaw angle (sway), F is a
static nonlinearity, and C is a matrix. One
immediate feature of this model is the
assumption that the downstream aircraft
does not affect the local dynamics; we shall
see experimental evidence for this assump-
tion shortly. This assumption is also support-
ed by classical potential flow analysis [18],
which states that for airfoil separations

v

Configuration for local, linear system identification. A wide-
band disturbance was injected into the control signal. The control signal
and sensor output signals were analyzed using MATLAB'’s System Identi-

fication Toolbox.

beyond several wing-spans, the coupling from
downstream to upstream becomes negligible.
The dynamics of the lead wing are slightly
modified, since there is no upstream wing. For
the purposes of this discussion, we concen-
trate on the wings embedded in the forma-
tion, or wings 2, 3, and 4. For all the experi-

20 Control to Roll ments, the lateral wing-tip to wing-tip separa-
— System Identification tion of the wings was zero, and the stream-
g 10 ) * wise separation was 20 cm.
B
2 Local, Linear System
g Identification
= By locking the yaw and roll axes of wings 1, 2,
102 and 4, where wing 1 is the lead wing, and wing
4 is the tail wing, we can identify the local, lin-
0 ear, dynamics of wing 3. A complication, of
— 50 * course, is that the free wing is unstable and
g 100 must be actively controlled to remain near a
o trim position. Control was achieved by hand-
%’ -150 *\ tuni.ng a ;.)rop.ortional—deriva'tive controller, as
~200 depicted in Figure 8. In particular, the system
e was trimmed and stab_ilizeg about an operat-
100 10! 102| ing point (0, ¢, U) = (9,0, U). A nonzero roll
Frequency [rad/s] angle and nonzero control effort were

Frequency response of roll angle to control input. The identi-
fied transfer function from control input to roll angle conforms to the

observed response of the system to sinusoidal excitations.
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required to trim the yaw position to zero, cor-
responding to the solution of the dynamic
equations given by
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0=F (Y, U, 0)
(6.0) =CX.

A broadband excitation signal injected into the control
signal was used for system identification. The System
Identification Toolbox in MATLAB was used to obtain a
fourth-order, state-space model from control input to yaw
and roll angles. The results are depicted in Figures 9 and
10. Included in these plots is data obtained by exciting the
closed-loop system with sinusoidal signals. The fit is quite
good; the identified model was in fact used to design an
observer-based controller and an H-infinity controller,
both of which stabilized the system without iteration.

Nonlinear Coupling

In the second-generation design, we were unable to identify
the wing coupling. The difficulty was due to large stiction,
or Coulomb friction, that resulted in data with virtually no
correlation. One of the attributes of the third-generation
design is readily identifiable nonlinear coupling. The nonlin-
ear coupling is a crucial aspect of the experiment: the ambi-
ent noise in the windtunnel is large enough to excite the
system to a point where nonlinear effects dominate the
fluid-dynamic coupling. A full characterization of the nonlin-
ear coupling is beyond the scope of this article, but several
prominent features can be presented.

The first experiment consisted of locking the roll and
yaw axes of wings 4 and 1 and the yaw axes of wings 2 and
3. In other words, the only free DOF were the roll angles of
wings 2 and 3. Wing 2, the upstream wing, was then cycled
by injecting a slowly varying excitation signal into its local
PD controller. Wing 3, the downstream wing,

vortices and the locations of the wings. When the wings are
maximally coupled, any deviation from the trim condition
will result in a decrease in coupling. Locally, this can be
approximated by a parabola, which can then be used for
nonlinear control design and analysis.

PD Control of the Formation

The hand-tuned PD controllers can be modified to control
the formation, with the objective of minimizing the lateral
separation of the wings. In particular, the local control sig-
nals were generated as

Downstream Coupling from Roll
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-0.12f
—0.14}

-04 -03 -02 -01 O 01 02 03 04
Upstream Roll Angle [rad]
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Roll coupling from upstream wing to down-
stream wing. A parabola is used to fit the data.

was commanded to a zero roll angle through
its local PD controller, which was augmented 20
with a small integral term on the roll angle. The = 0
required control effort for wing 3, as a function % 0
of the wing 2 roll angle, is depicted in Figure IS
11. For comparison purposes, a control effort g —40
of one saturates the control ailerons at an § -60
angular displacement of approximately +60°. 80
Note that this identification corresponds to a 1
very limited characterization of the nonlineari-
ty F in (1). -100
The process was repeated with the roles S :;28
of wings 2 and 3 interchanged. In other 3, o
words, we wanted to observe the coupling % 300
from the downstream wing to the upstream £ _350
wing. The results are found in Figure 12, _400
which shows that the coupling from down- _450
stream wing to upstream wing is negligible 1
when compared to the coupling from

Control to Yaw

— System Identification
* Sinusoidal Excitation

02

10! 102

Frequency [rad/s]

00

upstream to downstream.
These results can be explained by geometric
arguments based on the location of the shed
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Frequency response of yaw angle to control input. The identi-

fied transfer function from control input to yaw angle conforms to the
observed response of the system to sinusoidal excitations.
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u(s) =ki0(s) + ka6 (s) + k(9 (s) — (s — 1)) + kg (s),
1<s=<4, ¢0) :=0.

It should be noted that including a ¢(s — 1) term in the
feedback law promptly destabilized the formation. Two
data sets are presented in Figures 13 and 14. The only
external forcing of the system was the ambient noise in the
wind tunnel. As can be seen, there is clear coupling in the
motion of the wings. This coupling is to be expected, given
the coupling in the control law. Also of interest is that the
overall motion of the wings increases as we move further
down the formation; this is not surprising given the simple
control law being used and is an indication of string insta-
bility. What may be surprising, however, is how different
the two data sets are. In the first data set, the yaw angle
offsets decrease as we move down the formation and as
time increases. In the second data set, the yaw angle off-
sets increase. This trend is a clear indication that the non-
linear coupling, which is essentially quadratic, is playing a
predominant role in the dynamics of the formation.

Concluding Remarks

The design of the experiment has been a long, but reward-
ing, experience. In addition to the two authors, the project
has involved five undergraduate and master of engineering
students in the design and construction aspects.

Prior to the third-generation version of the experiment,
the results were mixed. The first generation, which consist-
ed of only one wing, was successful when considered in
isolation. The experiment displayed the right types of
dynamics, consistent with what was predicted by simple
scaling and physical arguments, and was controllable with
a relatively simple controller. The experiment displayed

some limit-cycle behavior in the closed loop, due to the
Coulomb friction nonlinearities.

With some minor modifications and improvements, the
second generation was not as successful. Coulomb friction
and other undesirable phenomena had a large impact on the
coupling and identification of the wing dynamics. It should
be stressed that these nonidealities led to some interesting
control problems, including control of highly uncertain,
highly nonlinear, interconnected systems. Nonetheless, the
second generation did not meet either of our two basic
requirements: 1) it was not a useful testbed for exploring
control of interconnected systems as the theory is not ready
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PD control of formation, first data set. The cou-
pling among the wings is apparent. In this trial, yaw angle
offsets decreased with time and from the first wing to the
fourth wing.
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PD control of formation, second data set. The
coupling among the wings is apparent. In this trial, yaw
angle offsets increased with time and from the first wing to
the fourth wing.
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for both highly uncertain dynamics and strong nonlineari-
ties, and 2) it was not a suitable abstraction of airplanes fly-
ing in formation, where Coulomb friction is not an issue.

The third generation has met the original objectives. In
particular, the dynamics are identifiable, the nonlinearities
are mild (they are continuous, for example), and the
dynamics of the experiment are a reasonable abstraction
of airplanes flying in formation.
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